Problem 5.1.2 Solution
Whether a computer has feature 7 is a Bernoulli trial with success probability p; = 27%. Given that
n computers were sold, the number of computers sold with feature ¢ has the binomial PMF

D Gl —pyr =01
P, (ni) = { 0 otherwise (1)

Since a computer has feature { with probability p; independent of whether any other feature is
on the computer, the number N; of computers with feature 7 is independent of the number of
computers with any other features. That is, Ny...., Ny are mutually independent and have joint
PMF

Pny..Ne (n1s. .. a) = Py, (n1) P, (n2) Py (n3) Pa, (n4) (2)
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(@) For n=3, Py nn, (Nu0.05,0,)=]]R, (n), where
i=1

PNi(ni)z(ﬁi)pi”l(l— p)" for i=12,34.
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(b) For n=1, P .
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no additional feature
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(C) For n=1 J Pat least 3 additional features — . erquZ?’ I:)NI,NZ,NQ,NA (0, P.d, r) = @ .

0,p,q,re{0,1}

Problem 5.2.1 Solution
This problem is very simple. In terms of the vector X, the PDF is

1 0<x<1
x (X) = { 0 otherwise (l)

However, just keep in mind that the inequalities 0 < x and x < 1 are vector inequalities that must
hold for every component z;.

Problem 5.3.2 Solution
Pg (k) =(1—p)*~'p(1 —p)*~""p(1 — p)s~"Tp

= (1 _p)kg—?.p?. for 0< k < ko < k3
Problem 5.3.6 Solution
In Example 5.1, random variables Ny, ..., N, have the multinomial distribution
Py N, (T’Ll 7 ) = " pnl cen pn" (l)
Nio Ny P To0ss e ey Tl 1 T

where n > 7 > 2.

(a) To evaluate the joint PMF of Ny and N5, we define a new experiment with mutually exclusive
events: s1. so and “other” Let N denote the number of trial outcomes that are “other”. In
this case, a trial is in the “other” category with probability p =1 — p; — ps. The joint PMF
of N1, No, and Nis

Py, np i (n.mg,ft) = Pyt (1= p1 - p)? M +ne+h=n (2)

?‘11!?‘12!??1.



Now we note that the following events are one in the same:
{_-"\"1 = ?‘11,_-"\"2 = TIQ} = {J‘Vl = 711,.-"\"2 = ?‘12,.-’{4" =n—"n; — ':"12} (3)

Hence, for non-negative integers ny and ns satisfying ny +ny < n,

Py, (n1.ma) = Py g (m.me.n—m —ng) (4)
n! M1, Mo o —

== 1 — _ n—rny—nsz 5

a1 !nQ!(Tl —-ny — ﬂ.g)!pl P2 ( D1 p?) ( )

is easier to start from first principles. Suppose we say a success occurs if the outcome of

(b) We could find the PMF of T; by summing the joint PMF Py, n,.(n1.....7n,). However, it

the trial is in the set {s1.85.....8;} and otherwise a failure occurs. In this case, the success
probability is ¢; = p1 +-- -+ p; and T; is the number of successes in n trials. Thus, T; has the
binomial PMF ( ) . .
(g - gt t=0,1,...,n
Pr, () = { 0 otherwise (6)

(¢) The joint PMF of T} and 75 satisfies

PT]_:TQ (fl- fg) =P [—"‘Vl =1t1. .-"\'71 + _-"\rQ = fQ] (?)
=P [.-"\rl =11.No =19 — tl] (8)
= Py N, (t1.t2 — t1) (9)
By the result of part (a),
n! _ _
Prom, (tta) = PP T (l—pi—p)"™™  0<t <ty<n (10)

fl!(fg — fl)!(?‘l - i’g)

Problem 5.4.3 Solution
We will use the PDF

1 0<z;<1,1=1,2.3.4
fx(x) = { 0 otherwise. (1)
to find the marginal PDFs fy,(2;). In particular, for 0 < zy <1,
1 op1 gl
fX1 (171) - / / / fx (X) dIQ dl‘g d.I‘,1 (2)
Jo Jo Jo
1 1 1
() () ([ o)1
Jo Jo Jo
Thus,
1 0€£2<1,
i (@) = { 0 otherwise. (4)
Following similar steps, one can show that
1 0<z< 1,
51 @) = i @) = @ = I @ = { o 5)
Thus
fX (X) :fX]. (I)sz (I) .fX'_’. (I) fX4 (I) (6)

We conclude that X, X7, X3 and X, are independent.



Problem 5.4.5 Solution

This problem can be solved without any real math. Some thought should convince you that for any
z; >0, in(Ii) > 0. Thus, le(lO) >0, fXQ(g) > 0, and fXj(S) > 0. Thus le(lU)fXQ(g)fXj(S) >
0. However, from the definition of the joint PDF

.fXL_-XQ_-X‘_’. (1098) =0 74‘ .fX]_ (lo)sz (g)sz (8) (1)

It follows that X, X» and X3 are dependent. Readers who find this quick answer dissatisfying
are invited to confirm this conclusions by solving Problem 5.4.6 for the exact expressions for the
marginal PDFs fx, (z1), fx,(x2), and fx,(z3).

Problem 5.5.1 Solution
For discrete random vectors, it is true in general that

Py(y)=P[Y=y]=P[AX +b=y] = P[AX =y - b]. (1)

For an arbitrary matrix A, the system of equations Ax = y — b may have no solutions (if the
columns of A do not span the vector space), multiple solutions (if the columns of A are linearly
dependent), or, when A is invertible, exactly one solution. In the invertible case,

Py(y)=P[AX =y -b]=P[X=AT'(y -b)| = Fx (A7 (y - b)). (2)

As an aside, we note that when Ax = y — b has multiple solutions, we would need to do some
bookkeeping to add up the probabilities Py (x) for all vectors x satisfving Ax =y — b. This can
get disagreeably complicated.

Problem 5.5.6 Solution

Let A denote the event X, = max(X,,...,X,). We can find P[A] by conditioning on the value of
X,
P[‘Fl] :P[Xl SXH'XQS Xn-"' -XTJ.—ISXTL] (1)
oo
= / P[Xl X, X < Xy, X <XTL|Xn:I] .an, (I) dz (2)
S
= / PXi<z.Xo<z, - Xy <zlX, =2] fx (z) dx (3)
o =0C

Since Xy,..., X, _1 are independent of X,

P4 = [DC PXi<z,Xo<z, - Xno1 <z| fx(z) dz. (4)

J=0C

Since X.....X,_; are iid.

Plal= [ PIXy el PIXo ol PlXos <) fx (0) do (5)
- [T @ @ de= SiEe@r| =20-0) (6)

Not surprisingly, since the Xj are identical, symmetry would suggest that X, is as likely as any of
the other X; to be the largest. Hence P[A] = 1/n should not be surprising.

Problem 5.6.4 Solution
Inspection of the vector PDF fx(x) will show that X, X3, X3, and Xy are iid uniform (0,1)
random variables. That is,

Ix (%) = fx, (x1) fx, (22) fxs (%3) Fx, (4) (1)

where each X; has the uniform (0.1) PDF



1 0<z<1
0 otherwise

(@) = { @)
It follows that for each i, E[X;] = 1/2. E[Xg] =1/3 and Var[X;] = 1/12. In addition, X; and Xj
have correlation

EXiX;] = E[Xi| E[X;] = 1/4. (3)
and covariance Cov[X;, X;| = 0 for ¢ # j since independent random variables always have zero

covariance.

(a) The expected value vector is

EX]=[E[Xi] E[X] E[Xs] E[X4)'=[1/2 1/2 1/2 1/2]". (4)

(b) The correlation matrix is

[ E[X}] E[X\1Xo E[Xi1X3] E[X1X4
E[X,X1] E|[X2} E[X2X3] E[XyX4
E[X3X1] E[X3Xo] E[XZ] E[X3X4
|E[X:X1] E[X4Xo| E[XuXs] E[X?]
[1/3 1/4 1/4 1/4

1/4 1/3 1/4 1/4 (6)
1/4 1/4 1/3 1/4

|1/4 1/4 1/4 1/3

Ry =E[XX'] =

(c) The covariance matrix for X is the diagonal matrix

Var[ X ] Cov [X1, Xa] Cov[Xy, X3] Cov[X, X4]
Cov (X5, X;]  Var[X,]  Cov|[X5.X3] Cov[X,, X4]
Cov [X3, X1] Cov [X3, Xo] Var[X3] Cov [X3, X4]
| Cov [X,, X;] Cov Xy, Xs] Cov [Xy, X3 Var[X ]
112 0 0 0

0 112 0 o0
0 0 1/12 o0 (8)
0 0 0 1/12

Cx =

Note that its easy to verify that Cx = Rx — pxpty-

Problem 5.6.9 Solution
Given an arbitrary random vector X, we can define ¥ = X — py so that

Cx =E[(X—pux)(X—ux)] =E[YY'] =Ry. (1)

It follows that the covariance matrix Cx is positive semi-definite if and only if the correlation
matrix Ry is positive semi-definite. Thus, it is sufficient to show that every correlation matrix,
whether it is denoted Ry or Ry, is positive semi-definite.

To show a correlation matrix Rx is positive semi-definite, we write

a'Rxa=a'F [XX']a=E [a'XX'a] = E [(a'X)(X'a)] = E [(a'X)?]. (2)
We note that W = a’X is a random variable. Since E[W?] > 0 for any random variable W,

aRxa=FE[W? > 0. (3)

Problem 5.7.6 Solution



(a)

From Theorem 5.13. Y has covariance matrix

Cy =QCxQ’ (1)
_ [cos® —sinf] [6? 0] [ cos@ sind @
~ |sin@ cosf | |0 o2 [—sind cos
o?cos?0+o2sin?0 (02— o2)sinfcos 0 )
2 2 252 2 20 (3)
(05 —o3)sinfcos® o75sin0 + o3 cos™ 0
We conclude that Y7 and Y5 have covariance
Cov [Y1.Ys] = Oy (1,2) = (6% — 62)sinf cos . (4)

Since ¥ and Y5 are jointly Gaussian, they are independent if and only if Cov[Yy,¥2] =
0. Thus, Y7 and Y5 are independent for all @ if and only if cr% = cr%. In this case. when
the joint PDF fx(x) is symmetric in z1 and z2. In terms of polar coordinates, the PDF
fx(x) = fx,x,(x1,22) depends on r = \/z? + 3 but for a given r, is constant for all
¢ =tan~!(xa/x1). The transformation of X to Y is just a rotation of the coordinate system

by @ preserves this circular symmetry.

If Jg > Jf, then Y7 and Y3 are independent if and only if sin@cos@ = 0. This occurs in the
following cases:

e 1 =0:Y1=X]and Vs = X

e 0=7/2:Y,=—-X;and Y5 = — X,

efl=mYi=—-Xiand Y5 =-X»

e ) =-—7/2: Vi =X5and Y3 = X
In all four cases. Y7 and Y5 are just relabeled versions, possibly with sign changes. of X; and
Xo. In these cases, Y1 and Yy are independent because X and Xy are independent. For

other values of 0, each Y} is a linear combination of both Xy and X5. This mixing results in
correlation between Y7 and Y5.



