Probability and Statistics, Spring 2009
Assignment 2 Solution

(a) Pu(z)=p(1—-p)*tz=1,23,..

E[X]=) ap(l-p)""' = %

pf: Let
S=p+2p(1—p)t +3p(1 —p)*+ ..
(1=p)S=p(l-p) +2p(1 —p)*+ ...
Subtracting this two equations, we have pS = 1_(117_13) =1, S= ]lg.
2 - 2 em1_ 2P
BIX?) =) a’p(l—p)" ' ="
r=1 p
pf: Let
H=p+4p(1 —p)+9p(1 —p)* + ...
(1—=p)H = p(1 —p) +4p(1 —p)* + ..
SO
pH =p+3p(1 —p)+5p(1 —p)° + ..
(1 =p)pH =p(1 —p) +3p(1 —p)*+ ...
then ppH = p+2p(1 — p) + 2p(1 — p)? + ... = p + 127((111’;)) finally we got H = %. So,

Var[X] = E[X?] - E[X]* = &£

(b) Given P, (z) = Cp®(1 —p)" % and >  2—=p"(1 —p)" % = 1.
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BIY) = Y o)
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= Zaz%px(l —p)"*.....(x = 0 can be neglected)
x! !
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anz(( ) " 1= p)" T =np-1=np.



So, Var[X]
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np + pPn(n — 1) ; - _<72l)!—(§)i S

np+p°n(n—1)-1.

= E[X?] - B[X]? = np(1 — p).

(¢) GivenPy () = CiZ{p*(1 = p)"* and 3207, e (1 - p)"F =1

E[X?Y =

So, Var(X) =
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BIX?) - BIX]? = M52,

(d) Given Py(z) = ¢~ 2 =0,1,2,... and Y 0% *¢" =1.
E[X]:Zoxa; :leoz; :@Zl(zgx__@l—)' W
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So, Var(X) = E[X? — E[X]? = a.

Q2
(a) The pmf of N is given by py(N =n) = (1 —p)"p.

(b)
E[N] = Y np(1—p)"

= b (=) = 1= p)

— pg -1 )

— - h =l o100 1= 99
p p p

(c) The appropriate p should satisfy the following inequality

999
Y p(l—p)t=1-(1-p)'"™ <0.0L
n=0

Thus, 1 — *¥/0.99 > p.
Q3
(a) The pmf of N is p(z) = p(1 — p)@V for x = 1,2, ..., so the conditional probability is
P[N <m,N = k|
PIN < m]
PIN=Fk _pl-p*"!
P[N <m]  P[N <m]

PIN = kIN<m]=

_ _pd=-p*~t  pA-p"!
> p(1—p)-n Lot



p=p)*! <m
when k£ < m and zero when k& > m. Thus, the answer is ¢ 1-(1-p)™’

0, otherwise
(b) The probability is Y~ p(1 — p)*+! = ;=2

Q4 =0

p%)zcy(%ﬁ(gf}* By matlab, we got p(0) = 035, p(1) = 0.38,p(2) = 019, p(3) =
0.058, p(4) = 0.012, ..., and found that accumulative pmf from 0 to 4 is 0.99, ie, Zk s p(k)
is less than 1%. So, once the manufacturer charges no less than $130 , which is equal to
$50 + 4*$20(4 times reparations), he will lose money with probability 1% even less. Av-
erage cost per player is 50-+[expectation of reparation fee] expectation of reparation fee =

0 20kC (& ) (4 )12 F—920.12. -+ =20, so average cost is $70 per player.

12
Q5

(a) (1 —0.001)10000,
(b) If the broken ones is not replaced, the probability that a disk does not fail in two day
is (1 —0.001)% = 0.9992. Thus, the probability that there are fewer than 10 failures in two
days is given by

9
10000
E:(k:)mwwwm*u—awyﬁ
k=0

If the broken disk drives in a day are replaced, the equation becomes

9

2
k=0

(c) Assume that we require K spare disk drives. Then, K should satisfy

K

10000
> ( L )(IL999)“m00—k«1001)k;3(199.
k=0

a) mean — 1 Varlance = 241

(

(b) mean = —8 variance = 105

(c) mean = 0.6285, variance = 0.1051
(d) mean = 0.5, variance = 0.125

(a) According to the problem statement,
p(detected defective | actually defective) = a
p(actually defective) = p
p(detected nondefective | actually nondefective) = 1
p(detected defective) = p(detected defective | actually defective)p(actually defective)-+
p(detected defective | actually nondefective)p(actually nondefective) = ap+0- (1 — p) = ap.
so the result is (1 — ap)*ap.
(b) p(actually defective | detected nondefective) = p(actually defective and detected nondefective)/
p(detected nondefective) = pl(lf—;z).
(c) Given p(detected defective | actually nondefective) = b.
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p(detected nondefective) = p(1 —a) + (1 — p)(1 —b)
the answer is p(actually defective | detected nondefective) =

Q8

(a)Assume the observation interval is T

p(l1—a)
p(1—a)+(1-p)(1-b)"

P[signal bX =k
P[signal present | X = k| = [signal present, ]

PIX = k|
_ P[X =k | signal present] P[signal present]
B PIX =k
T ke—TA
= : Al)k! P
e e

Plsignal absent | X = k] =1 — PJsignal present | X = k]
T kefT)\
( AO)M > (1-p)

T kef'r)\ T kefT/\
(Al)k! 1_p+(/\0)k! 0'(1—]9)

(b) The decision rule is equivalent to

(TA1)ke ™ PW;e"t (TAg)ke=T0

. (1 —
k! b abint k! ( p)
and thus can be simplify to
TESEN l A )\
kpztn +()\1 O)TéT.
absent 11’1( )\(1) )
(c) The probability of error is given by
P, = Pi[signal present|P[k < T | signal present] + P[k > T | signal absent]P[signal absent|
T [e'¢)
(TA)Fe ™ (TXAg)ke 0
Sy Py 3 e
k=0 k=T+1

Q9
(a) The numbers that will have k zeros is n = kM ~ kM + (M — 1). The probability is the
summation

2 Pi(%)k(l —p) = (%)k(l —pM) = (%)kﬂ_

(b) The avarage codeword length is

f:(k‘—i—l—l—m k+1 f: k+1+ Z k+1 +2.
k=0 k=0

p
: oL T
(c) The compression ratio is =% .




