[image: image1.png]Problem 5.1.3 Solution

(a) In terms of the joint PDF, we can write joint CDF as
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However, simplifying the above integral depends on the values of each zi. In particular,
FxipxaW1se - ¥a) = 1if and only if 0 < 3 < 1 for each 4. Since Fx, . x,(z1,...,2a) =0
if any z; < 0, we limit, for the moment, our attention to the case where z; > 0 for all i. In
this case, some thought will show that we can write the limits in the following way:
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A complete expression for the CDF of X1,..., X, is
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1 —P[miinx,- < 3/4] =P [minX,- > 3/4]

=P[X1>3/4,X >3/4.X3 > 3/4]
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Thus Plmin; X; < 3/4] = 63/64.
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[image: image3.png]Problem 5.2.2 Solution

In this problem, we find the constant ¢ from the requirement that that the integral of the vector
PDF over all possible values is 1. Thatis, [% -+ [, fx(x) dz1 -+ dza = 1. Since fx(x) = ca’x =
¢ I, a;z;, we have that
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[image: image4.png]Problem 5.3.4 Solution
For 0< 1 < g4 < 1, the marginal PDF of ¥i and Y; satisfies
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The complete expression for the joint PDF of ¥; and Y; is
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For 0 < g <y < 1. the marginal PDF of ¥; and 3 is
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[image: image5.png]The complete expression for the joint PDF of ¥} and Y5 is
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[image: image6.png]For 0 < g < 1, the marginal PDF of ¥; can be found from
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The complete expression of the PDF of ¥} is
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Note that the integral fy; (y1) = [°% fv: v,(¥1. ¥s) dys would have yielded the same result. This is
a good way to check our derivations of fy, v, (y1.¥4) and fy, v, (1. ).





[image: image7.png]Problem 5.4.7 Solution
Since U,..., Uy are iid uniform (0, 1) random variables,
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U, are continuous, P[Us = U] = 0 for all i # j. For the same reason, P[X; = X;] = 0
for i % j. Thus we need only to consider the case when 71 < 72 < -+ < Zn.

To understand the claim, it is instructive to start with the n =2 case. In this case, (X;,X,) =
(1,72) (with T < z9) if either (U}, Up) = (z1.22) or (Uy,Us) = (z3.71). For infinitesimal A,

frixe @ o)A =Pl <Xi <z + Az < Xo <z + 4] (2)
=Ploi<Uisni+An <<z +4]

+Plry< Uiz +A 21 < U Sz +4] (3)
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‘We see that for 0 < zy < 7o < 1 that

fx1% (@1,22) = 2/T". (3)




[image: image8.png]For the general case of n uniform random variables, we define 7 = [#(1) ... w(n)]"as a permu-
tation vector of the integers 1,2, n and IT as the set of n! possible permutation vectors. In this
case, the event {X; =z1, Xy =), X, =z,} occurs if

Ui =z, U2 = x(n) (6)
for any permutation 7 € IL Thus, for 0 <z <y <+ <z, < 1,
FxreXn @1 @) A= D fr i (Baga)s e Tag) A™ @)

el

Since there are n! permutations and fr
can conclude that

(Zat)s-+Tam)) = 1/T" for each permutation 7, we
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Since the order statistics are necessarily ordered, fx, unless 1 < -





[image: image9.png]Problem 5.5.6 Solution
Let A denote the event X, = max(X1.....X,). We can find P[] by conditioning on the value of
X

PA=P[X, € X, Xp € X, )
- /IZP[X] <X Xy < X Xy < XX, =] fy, (2) dz @
=/ZP[X]<:|:.X;<:|:.~~~.X,.,]<:|:\X = 2] fx (2) dx @)

Since Xj...., X,_y are independent of X,,,
P[A]:/:P[x]<x.x2<x.....x,,,]<x]fx(x)dz. )

Since Xi..... Xn-1 are iid,
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Not surprisingly, since the X; are identical, symmetry would suggest that X, is as likely as any of
the other X; to be the largest. Hence P[A] = 1/n should not be surprising.




[image: image10.png]Problem 5.6.1 Solution

(a) The coavariance matrix of X = [X; X' is

_[ VarlXy  Cov[Xi, Xof] _ 3
Cx= [Cav X1, X2 VarlXa) O]
(b) From the problem statement,
i) _[1 -2 _
’Y;]’[s 4]x7Ax. @)

By Theorem 5.13, Y has covariance matrix
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[image: image11.png]Problem 5.6.8 Solution
The 2-dimensional random vector Y has PDF

2 >0.1 1]ly<1.
we={} y2ol dvs o)
Rewritten in terms of the variables y1 and ya,
2 >20,p>20yi+p<l,
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In this problem, the PDF is simple enough that we can compute E[Y}?] for arbitrary integers n > 0.
- i
Erl= [ [ it nore) dvdie = [ [ 20t e ®

A little calculus yields
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Symmetry of the joint PDF fy, , (y1.2) implies that E[Yy"] = E[Y{"]. Thus, E[Yy] = E[Y3] = 1/3
and

EY]=py=[1/3 13 )
In addition,

Ry(11) = E[¥?] = 1/6, Ry(2.2) = E[¥2] = 1/6. ©)




[image: image12.png]To complete the correlation matrix, we find
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Following through on the calculus, we obtain
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Thus we have found that
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Ry=lpmy) e~ /12 16" ©)
Lastly, Y has covariance matrix
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[image: image13.png]Problem 5.7.3 Solution

This problem s just a special case of Theorem 5.16 with the matrix A replaced by the row vector
a’and a 1 element vector b = b = 0. In this case, the vector Y becomes the scalar Y. The expected
value vector gy = [uy] and the covariance “matrix” of ¥ is just the 1 x 1 matrix [03]. Directly
from Theorem 5.16, we can conclude that Y is a length 1 Gaussian random vector, which is just a
Gaussian random variable. In addition, py = a’uyx and

Var[Y] = Cy =a'Cxa. 1)




[image: image14.png]Problem 5.7.8 Solution

As given in the problem statement, we define the m-dimensional vector X, the n-dimensional vector

Y and W= i] . Note that W has expected value
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The covariance matrix of W is

Ow = E[(W — ) (W — )] )
=[x (-] ®
R R e

X~ YIY iy
-lex & o

The assumption that X and Y are independent implies that
Cxy =F [(X = px)(Y' = py)] = (E[(X = px)| E[(Y' = py)] = 0. ()
This also implies Cyx = Ciy = 0'. Thus

Cx 0 ] . "
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